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Introduction

● Users have no way of seeing how their jobs perform at a hardware level

● Metrics are scattered across different services

● Slurm scheduling could be more resource aware

● Variability in shared resource usage can cause variability in performance



Solutions

● Aggregate all the metrics into a centralized database

● Personalized dashboards to show users what will benefit them

● Use data gathered during Slurm jobs to create job profiles



The Software 
Pipeline



The Elastic Stack (ELK)

● Set of open source projects 

● Collects and visualizes data 
from many different 
sources 

● Each component can be 
used independently with 
other tools



Elasticsearch

● Data storage

● Can distribute load and 
data across its own cluster

● Scales by adding more 
nodes

● Extremely fast



Logstash

● Data processing

● Ingests data from many 
different sources

● Makes it easy to parse 
things like logs

● Filters out unnecessary 
data



Kibana

● Data visualization

● Easy-to-use interface

● Includes templates as well 
as custom tools

● Paid version (XPack) 
includes PDF reports and 
alerting
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Pros and Cons

+ -
● Fine-grain control

● Open source

● Scalable

● Modular

● Plugins

● Learning curve

● Requires upkeep at 
scale

● Documentation for 
recent versions is 
lacking



Visualizing Data



Dashboards

● Some dashboards need to 
be constantly updated, 
others need to be over a 
fixed interval

● Keep cluster scale in mind



Types of Dashboards

● System Overview

● Node Overview

● User Overview

● Job Overview

● Job Profile

















Scaling

● This approach works great 
for a 10 node cluster, but 
scaling up is a potential 
issue

● Dashboards could be 
redesigned to be more 
intuitive at a large scale



Slurm



Job Information

● Completed jobs use the 
Elasticsearch plugin to 
send data to Elasticsearch

● Pending and running jobs 
need to be picked up from 
rsyslog through Logstash



Profiling

● Matching up system 
metrics with job start and 
end times allows us to see 
how a job runs

● This data can help users 
optimize jobs and 
understand variability in 
performance









Future Applications



Planning for Future Machines

● Deciding on Memory 
and CPU purchases

● Cooling plans

● Size



Purchasing Resources

● Some resources are 
purchased in advance

● Predictive power usage

● Accuracy prevents drawing 
too much or too little 
power



Smart Scheduling

● Resource-aware 
scheduling

● Shared resource 
distribution
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Questions?
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